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Log in AWS

Amazon Web Services Sign-In - Mozilla Firefox

¥ Amazon Web Services S X | +

«<) > C @& ® & amazon.com % IN @ =

adWs

Root user signine

Email: daniel.hagimont@irit.fr

- -
Password Forgot password? Amazon nghtsa|l

Sign in to a different account

Create a new AWS account

Lightsail is the easiest way
to get started on AWS

About Amazon.com Sign In

Amazon Web Services uses information from your Amazon.com account to identify you and allow access to Amazon Web Services. Your use of this site is governed by our
Terms of Use and Privacy Policy linked below. Your use of Amazon Web Services products and services is governed by the AWS Customer Agreement linked below unless you
have entered into a separate agreement with Amazon Web Services or an AWS Value Added Reseller to purchase these products and services. The AWS Customer Agreement
was updated on March 31, 2017. For more information about these updates, see Recent Changes.




AWS services

AWS Management Console -

¥ AWS Management Co

Mozilla Firefox

<> C @ © &

Services v

Resource Groups v %

amazon.com

dhagimont ~
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v Recently visited services

O Ec2

v All services

EKS

Lambda

Batch

Elastic Beanstalk

Storage
S3
EFS
1
$3 Glacier >3
Storage Gateway

@ Database

Billing

Management Tools 'J:LL;
CloudWatch

AWS Auto Scaling
CloudFormation

CloudTrail

Config

OpsWorks @

Service Catalog
Systems Manager
Trusted Advisor
Managed Services

Media Services

Elastic Transcoder

Kinesis Video Streams
MediaConvert
MediaLive

MediaPackage

AWS Cost
Management

AWS Cost Explorer
AWS Budgets

Mobile Services

Mobile Hub
AWS AppSync
Device Farm

AR & VR

Amazon Sumerian

Application Integration

Step Functions
Amazon MQ
Simple Notification Service

w [\ N

Paris v  Support v

Manage your costs

Menitor your AWS costs, usage, and
reservations using AWS Budgets. Start

now

Create an organization

Use AWS Organizations for policy-
based management of multiple AWS
accounts. Start now

Machine Learning with Amazon
SageMaker

The fastest way to build, train, and deploy
machine learing models. Learn more. &

Amazon Relational Database Service
(RDS)

RDS manages and scales your database for you.
RDS supports Aurora, MySQL, PostgreSQL,

MariaDB, Oracle, and SQL Server.
Learn more. [4'



EC2 Dashboard

EC2 Management Console - Mozilla Firefox

< c ®

awg Services ~

Tags
Reports

Limits

Instances

Launch Templates
Spot Requests
Reserved Instances
Dedicated Hosts

Capacity Reservations

AMIs
Bundle Tasks

Volumes

Snapshots

Security Groups

EC2 Management Con

Resource Groups v %

Resources

You are using the following Amazon EC2 resources in the EU (Paris) region:

0 Running Instances
Dedicated Hosts
Volumes

Key Pairs
Placement Groups

® & amazon.com

0 Elastic IPs
0 Snapshots
0 Load Balancers
1 Security Groups

Learn more about the latest in AWS Compute from AWS rednvent 2017 by

viewing the EC2 Videos.

Create Instance

To start using Amazon EC2 you will want to launc

h a virtual server, known as an

Amazon EC2 instance.

Create a security group

Launch Instance

Bunch in the EU (Paris) region

MNote: Your o

Service Health

Create a key pair

Service Status:

Availability Zone Status:

JE . .

@ Feedback @ English (US)

EU (Pare):

No events
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™ Account Attributes ¢

Supported Platforms
VPC

Default VPC
vpe-59603330
Resource ID length

management
Console experiments

Additional

Information

Getting Started Guide

Documentation

AllEC2 Resources
orums

Pricing

Contact Us

S Marketplace

Find free software trial
products in the AWS
Marketplace from the EC2
Launch Wizard. Or try these
popular AMIs:

olicy Terms of Use




Generation of a key pair

EC2 Management Console - Mozilla Firefox

EC2 Management Cons: X

<« ¢ o @ & amazon.com ke + N @

Services v  Resource Groups v * L\ dhagimont v  Paris v

‘ Create Key Pair IB Key Pair

Support ~

Delete A O & e

Reports

Limits Q (2] 1to10f1
= @  Key pair name «  Fingerprint

Instances

e9:1a:76:82:69:72:3e:2a:c7:3etel:c0:e3:c7:2c:0c:82:fc:4a:69
Launch Templates

Spot Requests

Reserved Instances

It generated a .pem file which is used
to connect to the VM with SSH

Dedicated Hosts

Capacity Reservations

AMIs
Bundle Tasks
Volumes
Snapshots .
Key Pair: key-dan [_ N =l ]

Security Groups Key pairname  key-dan

. Fingerprint  £9:1a:76:82:69:72:3e:2a:c7:3e:e1:c0:e3:c7:20:00:82:fc:4a:69
Elastic IPs

Placement Groups
Key Pairs
Netwark Interfaces

@ Feedback @ English (US) All i y  Termsof Use




Creation of a security group

EC2 Management Console - Mozilla Firefox

EC2 Management Con

¢ o @ & amazon.com k¢ +oINn @

Services v Resource Groups v ; L\ dhagimont v  Paris v  Support v

A O #% 0
Instances Q ) 1t020f2
Launch Templates
Spot Requests Name Seoup = LI EECHE De
Reserved Instances e 5g-057630452785a0215 Vpc-59603330 =
Dedicated Hosts sg-51430239 default vpc-59603330 def

Capacity Reservations

We created a security gI‘OlD

AMIs
Bundle Tasks Security Group: sg-05763b452785a0215 —R=l=]
Volumes Description Inbound Outbound Tags . )

Autorize all traffic (TCP and UDP
Snapshots = to/from anywhere
Security Groups Protocol Source (i Description (i
Elastic IPs
Placement Groups Alltraffic Al 0.0.0.0/0
Alltraffic All Al /0

Key Pairs

Network Interfaces

Load Balancers

Q Feedback 0 English (US) C C. 0 d. Privacy Policy Terms of Use




Instance management (VM

EC2 Management Console - Mozilla Firefox

EC2 Management Cons: X

C @ ® & amazon.com ves w N @D =

Services v Resource Groups ~ * [\  dhagimont v  Paris v  Support v

Actions v A O o e

@ None found

Reports

Limits

TN

You do not have any running instances in this region.

First time using EC2? Check out the Getting Started Guide.

Spot Requests (Click the Launch Instance button to start your own server.

Launch Instance

Reserved Instances
Dedicated Hosts

Capacity Reservations

AMIs < Launch an instance >

Bundle Tasks

- Select an instance above _J =l
Volumes

Snapshots

Security Groups
Elastic IPs
Placement Groups

Key Pairs

@ Feedback @ English (US) D200 5 - olicy  Terms of Use




Choose the operating system

EC2 Management Console - Mozilla Firefox

EC2 Management Con

&« c @ @ & amazon.com e g L N B =

Services v Resource Groups v * Al dhagimont v  Paris v  Support v

1. Choose AMI 2. Choose Instance Type 3. Configure Instance 4. Add Storage 5. Add Tags 6. Configure Security Group 7. Review

Step 1: Choose an Amazon Machine Image (AMI) Cancel and Bxit

Root device type: ebs Virtualization type: hvm

Amazon Linux AMI 2018.03.0 (HVM), SSD Volume Type - m

ami-Oebc281c20e89%badb

i Freetier only (i

Amazon Linux

m— 64-bit (x86)
The Amazon Linux AMI is an EBS-backed, AWS-supported image. The default
image includes AWS command line tools, Python, Ruby, Perl, and Java. The
repositories include Docker, PHP, MySQL, PostgreSQL, and other packages.

Root device type: ebs Virtualization type: hvm

> SUSE Linux Enterprise Server 15 (HVM), SSD Volume Type - m

SUSE Linux ami-01116beeB07116ece

—— 64-bit (x86)
SUSE Linux Enterprise Server 15 (HVM), EBS General Purpose (SSD) Volume Type.
Public Cloud, Advanced Systems Management, Web and Scripting, and Legacy

modules enabled.

Ubuntu Server 18.04 LTS (HVM), SSD Volume Type -
ami-08182c55a1c188dee

Free tier eligible g0} \Volume Type. Support
available from " fiu.com/cloud/services).

Root device type: ebs Virtualization type: hvm

® Feedback @ English (US) s v ,In . Privacy Terms of Use




Choose the instance type

EC2 Management Console - Mozilla Firefox

EC2 Management Cons: X | +
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aW51 Services v  Resource Groups ~ % [\  dhagimont ~  Paris v  Support ¥

1. Choose AMI 2. Choose Instance Type 3. Configure Instance 4. Add Storage 5. Add Tags 6. Configure Security Group 7. Review

Step 2: Choose an Instance Type

Amazon EC2 provides a wide selection of instance types optimized 1o fit different use cases. Instances are virtual servers that can run applications. They
have varying combinations of CPU, memory, storage, and networking capacity, and give you the flexibility to choose the appropriate mix of resources for your|
applications. Learn more about instance types and how they can meet your computing needs.

Filterby: = All instance types v Current generation ¥  Show/Hide Columns

Currently selected: t2.micro (Variable ECUs, 1 vCPUs, 2.5 GHz, Intel Xeon Family, 1 GiB memory, EBS only)

Family = T Memory Instance Storage EBS-Optimized Network SuIPvén
ype (GiB) e (i Available (7 Performance (1 "'i”
General purpose t2.nano 1 0.5 EBS only - Low to Moderate Yes
[ ] General purpo i 1 1 EBS only - Low to Moderate Yes
General purpose vZeman 1 2 EBS only - Low to Moderate Yes
General purpose 12.medium 2 4 EBS only - Low to Moderate Yes
General purpose t2.large 2 8 EBS only - Low to Moderate Yes

Cancel | Previous ‘ Review and Launch Jext: Configure Instance Details

@ Feedback (@ English (US) D 2008 - 2018, Amazon Web Services, Inc. or its affiliates. All rights reserved.  Privacy Policy ~ Terms of Use




Details of the configuration

EC2 Management Console - Mozilla Firefox

EC2 Management Cons: X

<« c @ ® & amazon.com k¢ N @

Services v Resource Groups v * [\  dhagimont v  Paris v  Support v

1. Choose AMI 2. Choose Instance Type 3. Configure Instance 4, Add Storage 5. Add Tags 6. Configure Security Group 7. Review

Step 7: Review Instance Launch
Please review your instance launch details. You can go back to edit changes for each section. Click Launch to assign a key pair to your instance and complete|
thelaunch process.

¥ AMI Details Edit AMI

@ Ubuntu Server 18.04 LTS (HVM), SSD Volume Type - ami-08182c55al1c188dee

el Ubuntu Server 18.04 LTS (HVM),EBS General Purpose (SSD) Volume Type. Support available from Canonical (http://www.ubuntu.com
Il /cloud/services).

Root Device Type: ebs  Virtualization type: hvm

¥ Instance Type Edit instance type
Instance Type ECUs vCPUs Memory (GiB) Instance Storage (GB) EBS-Optimized Available Network Performance
t2.micro Variable 1 1 EBS only - Low to Moderate
~ Security Groups <Edit security groups)
Security group name launch-wizard-1
Description launch-wizard-1 created 2018-11-12T08:18:52.107+01:00

Cancel | Previous

@ Feedback (@ English (US) B20 0 azon V a ights ivacy Policy ~ Terms of Use




Select the security group

EC2 Management Console - Mozilla Firefox

EC2 Management Con
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1. Choose AMI 2. Choose Instance Type 3. Configure Instance 4. Add Storage 5. Add Tags 6. Configure Security Group 7. Review

Step 6: Configure Security Group

A security group is a set of firewall rules that control the traffic for your instance. On this page, you can add rules to allow specific traffic to reach your
instance. For example, if you want to set up a web server and allow Internet traffic to reach your instance, add rules that allow unrestricted access to the HTTP
and HTTPS ports. You can create a new security group or select from an existing one below. Learn more about Amazon EC2 security groups.

Assign a security group: Cr

Oselect an existing security group >

Security Group ID Name Description Actions

50-51430239 default curity group Copy to new
B 5g-05763b452785a0215 sec-grp-dan security group of dan Copy to new

iy oroin

Inbound rules for sg-05763b452785a0215 (Selected security groups: sg-05763b452785a0215) mEE
Type (i Protocol (i Port Range (i Source (i Description (i

Alltraffic All All 0.0.0.0/0

Alltraffic All All /0

e —
cancel | Previous (G L ELCAETLE ’

@ Feedback (@ English (US) C Web Serv C.0 erved.  Privacy Policy — Terms of Use




Summary

EC2 Management Console - Mozilla Firefox

EC2 Management Cons: X

&« G o D& amazon.com Ty v In @O =
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1. Choose AMI 2. Choose Instance Type 3. Configure Instance 4. Add Storage 5. Add Tags 6. Configure Security Group 7. Review

Step 7: Review Instance Launch
Please review your instance launch details. You can go back to edit changes for each section. Click Launch to assign a key pair to your instance and complete;
the launch process.

£ mprove your instances' security. Your security group, sec-grp-dan, is open to the world.
Your instances may be accessible from any IP address. We recommend that you update your security group rules to allow access from
known IP addresses only.
You can also open additional ports in your security group to facilitate access to the application or service you're running, e.g., HTTP (80) for
web servers. Edit security groups

~ AMI Details Edit AMI

@ Ubuntu Server 18.04 LTS (HVM), SSD Volume Type - ami-08182¢55a1¢188dee
=l Ubuntu Server 18.04 LTS (HVM),EBS General Purpose (SSD) Volume Type. Support available from Canonical (hitp://www.ubuntu.com

FNGIEW /cloud/services).

Root Device Type: ebs  Virtualization type: hvm

¥ Instance Type Edit instance type
Instance Type ECUs vCPUs  Memory (GiB) Instance Storage (GB) EBS-Optimized Available Network Performance
t2.micro Variable 1 1 EBS only - Low to Moderate

Cancel | Previou

. Feedback o English (US) C .0 g ed. acy Policy  Terms of Use




Associate a key pair

EC2 Management Console - Mozilla Firefox

EC2 Management Cons: X | +

¢ @ [oF amazon.com o N @D =

Services v Resource Groups *

1. Choose AMI 2. Choose Instance Type 3. Configure Instance 4. Add Storage 5. Add Tags 6. Configure Security Group 7. Review

Step 7: Review Instance Launch

Please review your ing’ stance and

COMPIEIENEUNCNR  gelect an existing key pair or create a new key pair X

A Improve A key pair consists of a public key that AWS stores, and a private key file that you store. Together, they

YOUrinstal 10,y you to connect to your instance securely. For Windows AMIs, the private key file is required to (cess from
known IP obtain the password used to log into your instance. For Linux AMIs, the private key file allows you to
You can al securely SSH into your instance. HTTP (80) for
web serve
Note: The selected key pair will be added to the set of keys authorized for this instance. Learn more about
- removing existing key pairs from a public AMI. :
v AMI Details g estngEeyp . Edit AMI

@ Ubuni Choose an existing key pair ~
Free tier MUATL Select a key pair
eligible [gusE key-dan -

Root DY .
&4 | acknowledge that | have access to the selected private key file (key-dan.pem), and that
~ Instance Typq without this file, | won't be able to log into my instance.
Instance Type
t2.micro

@ Feedback @ English (US)




Creation is done

EC2 Management Con

&« g o @ & amazon.com W ¥ In @

Services v Resource Groups v *

Launch Status

@ Yourinstances are now launching
The following instance launches have been initiated: -02158e3e769c9400a  View launch log

@ Get notified of estimated charges

Create billing alerts to get an email notification when estimated charges on your AWS bill exceed an amount you define (for example, if you
exceed the free usage tier).

How to connect to your instances

Your instances are launching, and it may take a few minutes until they are in the running state, when they will be ready for you to use. Usage hours on your
new instances will start immediately and continue to acerue until you stop or terminate your instances.

Click View Instances to monitor your instances' status. Once your instances are in the running state, you can connect to them from the Instances screen.
Find out how to connect to your instances.

~ Here are some helpful resources to get you started
* How to connect to your Linux instance * Amazon EC2: User Guide

® Learn about AWS Free Usage Tier ® Amazon EC2: Discussion Forum

While your instances are launching you can also

Create status check alarms to be notified when these instances fail status checks. (Additional charges may apply)

@ Feedback @ English (US)

y Policy  Terms of Use




The instance Is started

EC2 Management Console - Mozilla Firefox

amazon.com
Services v  Resource Groups v % dhagimont v  Paris v  Support ¥
Launch Instance Connect = Actions ¥
Lo e
Limits
Q 2] 1to10f1
Instances @  Name Instance 1D +~ Instance Type Availability Zone Instance State Status Checks Alarm £

Launch Templates (] i-02158e3e769c9400a  t2.micro eu-west-3c Z  Initializing None

Spot Requests
Reserved Instances

Dedicated Hosts

Capacity Reservations

Public address of the VM)

AMIs
Bundle Tasks

Instance:li-D2153e39?69c9400@|ic DNS: ec2-35-1 BIJ-B}'-‘I‘l.eu-west-3.compute.amazonaws.coD = |

Volumes
Snapshots Description Status Checks Monitoring Tags

Instance ID  -02158e3e769c9400a Public DNS (IPv4)  ec2-35-180-97-11.eu-
Security Groups west-3.compute.amazonaws.com
Elastic IPs Instance state  running IPv4 Public P 35.180.97.11

Instance type  t2.micro IPv6 IPs

Placement Groups )

Elastic IPs Private DNS  ip-172-31-47-134 eu-
Key Pairs west-3.compute.internal
Network Interfaces Availability zone  eu-west-3c Private IPs ~ 172.31.47.134

@ Feedback @ English (US) : C : ed.  Privacy Policy  Terms of Use




Connection with SSH

ubuntu@ip-172-31-47-134: ~

Fichier Edition Affichage Rechercher Terminal Aide

hagimont@hagimont-pc:~/Téléchargemertss chmod go-rw key-dan.pem
hagimont@hagimont-pc:~/Téléchargements$ ssh -i key-dan.pem ubuntu@ec2-35-188-97-11.eu .
-west-3.compute.amazonaws.com

Welcome to Ubuntu 18.84.1 LTS (GNU/Linux 4.15.0-1021-«ws Ados_ o=,

* Documentation: https://help.ubuntu.com
* Management: https://landscape.canonical.com
* Support: https://ubuntu.com/advantage

System information as of Mon Mov 12 ©7:27:39 UTC 2f

system load: 0.01 Processes:

Usage of [: 13.3% of 7.69GB Users logged in:
Memory usage: 14% IP address for eth
Swap usage: 0%

Get cloud support with Ubuntu AZg . . B
http://www.ubuntu.com/busin; - modify access rights on the key pair file

- log in the VM with the key pair

packages can be updated. Ubuntu@...
updates are security updates.

The programs included with the Ubuntu system are free software;
the exact distribution terms for each program are described in the
individual files in fusr/share/doc/*/copyright.

Ubuntu comes with ABSOLUTELY NO WARRANTY, to the extent permitted by
applicable law.

To run a command as administrator (user "root"), use "sudo <command=".
See "man sudo_root" for details.

ubuntu@ip-172-31-47-134:~5 |




Installation of Apache2 + Php5

nstallation
o sudo bash

e apt-get update

« apt-get install apache2 php libapache2-mod-php
« systemctl restart apache2

e Verify that Apache 1s functionning

o From a web browser:
o http://ec2-35-180-97-11.eu-west-3.compute.amazonaws.com

Apache Ubunty Default Page: it works - Mozilla Firefox

Apachez2 Ubuntu Default 7 % | =+

n @ =

&« c @ D) ec2:35-180-29-53.eu-west:3.compute.amazonaws.com

@ Apache2 Ubuntu Default Page

This is the default welcome page used to test the correct operation of the Apache2 server after
installation on Ubuntu systems. It is based on the equivalent page on Debian, from which the Ubuntu
Apache packaging is derived. If you can read this page, it means that the Apache HTTP server
installed at this site Is working praperly. You should replace thls file (ocated at /var/wm
/htmL/index. html) before continuing to operate your HTTP s

If you are a normal user of this web site and don't know what tms page is about, this probably means
that the site is currently unavallable due to maintenance. If the problem persists, please contact the
site's administrator.

i Configuration Overview ]
Ubuntu’s Apache2 default configuration is different from the upstream default configuration, and split
into several files optimized for interaction with Ubuntu tools. The configuration system is fully

in Debi . Refer to this for the full
documentation. Documentation for the web server itself can be found by accessing the manual if the
apache2-doc package was installed on this server.

The configuration layout for an Apache2 web server installation on Ubuntu systems is as follows:

Jetc/apache2/
|-- apache2. conf
-~ ports. conf
-~ mods-snayled.

|

| + cont

‘ = conf-enapled.
v

|-

|

- site enabled
-- *.conf




Installation of a php page

From your machine

e scp -1 <fichier .pem> index.php ubuntu@ec2-35-180-29-
53.eu-west-3.compute.amazonaws.com:.

e Inthe VM

o sudo bash

o rm /var/www/html/index.html

« mv index.php /var/www/html/

o chmod 777 /var/www/html/index.php

Daniel test service - Mozilla Firefox

Daniel test service X | =+

<« c @ () ec2-35-180-114-16.-west-3.compute.amazonaws.com v *+ w

access from ip-172-31-46-131




Save an image

C @ @ & amazon.com w ¥ N @O =

Services v Resource Groups v * dhagimont »  Paris *  Support

Connect = Actions v

eports A O % @
Limits

Q (2] Ttolof1
Instances Name Instance ID 4 | Instance Type Availability Zone Instance State Status Checks Alarm £
Launch Templates Connect .mi eu-west-3c ' running @ 2/2checks ... None
Spot Requests Ret Windc
Reserved Instances Create Template From Instance

Dedicated Hosts Launch More Like This

. . Instance State
Capacity Reservations a a
Instance Settings S

Create Image

AMIs Networking e
Bundle Tasks CloudWatch Monitering
= Instance:li-l]Z‘l53e3e?59c94|]|]a Public DNS: ec2-35-180-97-11.eu-west-3.compute.amazonaws.com [l =l ]
Volumes
Snapshots Description Status Checks Monitoring Tags
= Instance ID  i-02158e3e769c9400a Public DNS (IPv4)  ec2-35-180-97-11.eu-
Security Groups west-3.compute.amazonaws.com
Elastic IPs Instance state  running IPv4 Public P 35.180.97.11
Instance type  t2.micro IPveIPs -
Placement Groups i ) )
Elastic IPs Private DNS  ip-172-31-47-134.eu-
Key Pairs west-3.compute.internal
Availability zone  eu-west-3c Private IPs ~ 172.31.47.134

Network Interfaces

@ Feedback (@ English (US)




Save an image

EC2 Management Con

¢ o ® & amazon.com v + INn @O =
aws

Create Image X
=
| Instance ID (j i-02158e3e769c9400a m ¢
Image name (i image-dan 3
Image description (i image of dan|
Noreboot (i
Instance Volumes
- Volume Device Size Throughput Delete on Encrypted
Type = Snapshot (i (GiB) Volume Type (i IOPS (i g p Termination _ryp
i i (MB/s) (i i i
=] Root /dev/sdal  snap-03c629352f3ccd91a 8 General Purpose v 100/3000 N/A Not Encrypted ™
Add New Volume I
= Total size of EBS Volumes: 8 GiB
When you create an EBSimage, an EBS snapshot will also be created for each of the above volumes.
Ca q Create Image ’

Network Interfaces ‘ Availability zone ~ eu-west-3c Private IPs ~ 172.31.47.134



Save an image

EC2 Management Console - Mozilla Firefox

EC2 Management Cor

< cC @ & amazon.com L oINn @ =

Services v Resource Groups v *

Reports . EILLNLEELLEE Al Connect  Actions v A QO % O
Limits
Q, Filter by tags and attributes or search by keyword @ K < 1to1of1 > 3l
=] INSTANCES
| Instances [ ] Name ~ Instance ID ~ |Instance Type ~ Availability Zone ~ Instance State ~ Status Checks ~ Alarm
Launch Templates [ ] i-02158e3e768c9400a  t2.micro eu-west-3c @ running & 2/2checks ... None
sf
o/ Createmage X
Dy
“ @ Create Image request received.
= M View pending image ami-Oeaa1790d7841acec
Al

Any snapshots backing your new EBS image can be managed on the snapshots screen after successful image creation.

= Ell lI
Vi
o =

=) NETWORK & SECURITY Instance ID  -02158e3e769c9400a Public DNS (IPv4)  ec2-35-180-97-11.eu-
Security Groups west-3.compute.amazonaws.com
Elastic IPs Instance state  running IPv4Public P 35.180.97.11
Instance type  t2.micro IPv6IPs -
Placement Groups _ . _
Elastic IPs Private DNS  ip-172-31-47-134.eu-
Key Pairs west-3.compute.internal
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Save an image

EC2 Management Console - Mozilla Firefox

EC2 Management Cons: X | 4+

&« G o @ & amazon.com kg Y IN DO =

Services ~ Resource Groups ~ * A dhagimont ~  Paris v  Support ¥
Limits
Ownedbyme v (3} (2] 1to10f1
Instances @ Name AMI Name « AMIID Source Owner Visibility Status
Launch Templates [ ] image-dan ami-Oeaal790d7841acec 910556517 775/i... 910556517775 Private available
Spot Requests

Reserved Instances
Dedicated Hosts

Capacity Reservations

Volumes

Snapshots
Image: ami-0eaa1790d7841acec _ =]

Security Groups .
Details Permissions Tags

Elastic IPs
Placement Groups Edit
Key Pairs AMIID  ami-Deaal790d7841acec AMI Name  image-dan
Network Interfaces Owner 910556517775 Source  910556517775/image-dan
Statie availahle Stata Baacnn
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Terminate your instance

EC2 Management Con

¢ @ & amazon.com w N @O =

Services - Resource Groups v nt Paris v  Support v

Reports E ;
g’ Q I () 1to10of1
Limits Set Windows Password

B Name Instance ID Create Template From Instance ability Zone Instance State Status Checks Alarm ¢
Launch More Like This
[ ] i-02158e3e769 ) ) running & 2/2checks ... None

Instances

plates Instance Sett

Spot Reguests Image
Reserved Instances Networking

Dedicated Hosts CloudWatch Monitoring

Capacity Reservations

AMis
Bundle Tasks . .
Instance: I i=02158e3e769c9400a Public DNS: ec2-35-180-97-11.eu-west-3.compute.amazonaws.com [l =l ]

Volumes Description Status Checks Monitoring Tags
Snapshots ) )

Instance ID  F02158e3e769c9400a Public DNS (IPv4)  ec2-35-180-97-11.eu-

— WESI—3.COI‘I"I|}U1€.EII'I"iEIZOI"IaWS.COITi
Security Groups Instance state  running IPv4 Public IP 35.180.97.11
. Instance type  t2.micro IPv6 IPs

Elastic IPs ,

Elastic IPs Private DNS  ip-172-31-47-134.eu-
Placement Groups west-3.compute.internal
Key Pairs Availability zone ~ euw-west-3c Private IPs ~ 172.31.47.134

@ Feedback (@ English (US) g d. Privacy Policy ~ Terms of Use




Use an image

EC2 Management Cons: X | =+

c o @ &

Services v Resource Groups ~ *

amazon.com

dhagimont - Paris ~

1y +

In @ =

Suppu::-rt -

Limits

Owned by me - Q

Instances @ Name AMI Name
Launch Templates [ P
Spot Requests Spot Request

Reserved Instances
Dedicated Hosts
Capacity Reservations

Add/Edit Tags
Modify Boot Volume Setting

Volumes

Snapshots
Image: ami-Deaa1790d7841acec

Security Groups o
Details Permissions Tags

Elastic IPs

Placement Groups

A O & 0
(2] 1to10f1
AMI ID = Visibility Status
meaaazizee” The following is similar Private availabi
to a VM creation
_J—}=]
Edit

Key Pairs AMIID  ami-Oeaal790d7841acec AMI Name  image-dan
Owner 910556517775 Source  910556517775/image-dan
Network Interfaces /imag
Ciatiie availahla Stata Pascnn

@ Feedback (@ English (US)

Privacy Policy

Terms of Use



Amazon Auto Scaling

o Automatically adjust the number of instance according
to
e Monitoring information
« Rules

e Three utilization cases
o Maintain a fixed number of instances

o Plan the addition/removal of instances
e Dimension according to the load




Amazon Auto Scaling

o Steps

o Creation of a load balanceur
« Load balancer between instances

o Creation of a Launch Configuration
o Type of VM which will be added

e Creation of an Auto Scaling Group
o Rules of management




Creation of a load balancer

aws

Instances

EC2 Target groups
Instance Types

Launch Templates
Target groups infe

Spot Requests

Savings Plans Q
Reserved Instances

Name v ARN v Port v Protocel v Target type v Load balancer v VPCID v

Dedicated Hosts

Capacity Reservations No target groups to display.

¥ Images

AMIs

¥ Elastic Block Store
Volumes
Snapshots

Lifecycle Manager

¥ Network & Security
Security Groups
Elastic IPs
Placement Groups
Key Pairs

Network Interfaces

¥ Load Balancing

Uad Balancers

Target Groups'

¥ Auto SCaUMY

Select a target group above.
Launch Configurations

Auto Scaling Groups




Creation of a load balancer

EC2 Target groups Create target group

Step 1

Specify group details

Your load balancer routes requests to the targets in a target group and performs health checks on the targets.

Specify group details

Step 2
R ter target . . .

Basic configuration

Settings in this section cannot be changed after the target group is created.

© Instances

* Support: alancing to instances within a specific VPC

d balancing to VPC remises resources.

 Facilitates routing to multiple faces on

d network inter ne same instance.

« Offers flexibility with m ervice based architectures, simplifying inter-

pplication communicatio

Lambda function

function.

e Lam

d Balancers only.

k Load Balancer to accept and route TCP requs within

iresses and PrivatelLink with a ication Load Balancer

get group name

A maximum of 32 atpnanm € must not begin or end with a hyphel

Protocol Port

¥ @ 80




Creation of a load balancer

s

Services W

A maximum of 32 alphanumeric characters including hyph

Protocol Port

v : B0

Protocol version

© HTTP1
Send req en the request pro Lis HTTR/1.1 or HTTR/2.
HTTP2
Se 1 the request Lis HTTP/2 or gRPC, but

Index.php

s using gRPC. Suppe

ted when the request protocol is gRPC.

Health checks

The associated load balancer periodically sends requests, per the settings below, to the registered targets to test their stz

Health check protocol

HTTP v
Health check path
Use the dag " = e R —

P Advanced health check settings

» Tags - optional




Creation of a load balancer
Check your instances

Services ¥ [ S Support ¥

aws

Step 2
Register targets . .
Available instances (2)
Q
Instance ID v Name Security groups Zone v Subnet ID
C i-0fb2cf71d5d6ead66 @ running launch-wizard-1 ap-northeast-2a subnet-5f47d034
j-07255fc82b0de724d ® running AutoScaling-Security-Group-2 ap-northeast-2a subnet-5f47d034
—
0 selected
Ports for the selected instances
Ports for routing traffic to the selected instances.
80
35 (separate multiple ports with commas)
Review targets
Targets (0)
All v Q 1 &
Remove Health status Instance ID v Name v Port v State v Security groups Zone v Subnet ID
No instances added yet
Specify instances above, or leave the group empty if you prefer to add targets later
0 pending Cancel Create target group




Creation of a load balancer

Support ¥

¥ Instances ——— < '*' 9

Instances Q ltolofl

Instance Types
@ Name +  DNS name State VPC ID Availability Zones Type Created At Monitoring
Launch Templates

@ tab tab-571090069.ap-north... vpc-910c69fa ap-northeast-2d, ap-...  classic October 4, 2021 at 5:59:... .
Spot Requests
Savings Plans
Reserved Instances

Dedicated Hosts

Capacity Reservations

¥ Images

AMis

¥ Elastic Block Store
Volumes
Snapshots

Lifecycle Manager

¥ Network & Security
Security Groups

Elastic IPs

Placement Groups Load balancer: | tab _ N — Q=] I

Key Pairs

Description Instances Health check Listeners Monitoring Tags Migration
Network Interfaces

Basic Configuration

m

-0 2¢ Balancers
Target Groups * DNS name tab-571090069.ap-northeast-2.elb.amazonaws.com (A Hosted zone ZWKZPGTI48KDX
Record)

> Name tab Creation time October 4, 2021 at 5:59:22 AM UTC+2

Status 0 of 2 instances in service

¥ Auto Scaling Type  Classic (Migrate Now) VPC Vpc-910c65fa

Launch Cenfigurations Scheme internet-facina




Creation of a load balancer

Select load balancer type

Elastic Load Balancing supports four types of load balancers: Application Load Balancers, Network Load Balancers, Gateway Load Balancers, and Classic Load Balancers. Choose the load balancer type that meets your needs.
Learn more about which load balancer is right for you

Application Load Balancer Network Load Balancer Gateway Load Balancer Classic Load Balancer

PREVIOUS GENERATION
for HTTP, HTTPS, and TCP

Choose an Application Load Balancer when you Choose a Network Load Balancer when you need Choose a Gateway Load Balancer when you need Choose a Classic Load Balancer when you have

need a flexible feature set for your web ultra-high performance, TLS offloading at scale, to deploy and manage a fleet of third-party an existing application running in the EC2-Classic

applications with HTTP and HTTPS traffic. centralized certificate deployment, support for virtual appliances that support GENEVE. These network.

Operating at the request level, Application Load UDP, and static IP addresses for your application. appliances enable you to improve security,

Balancers provide advanced routing and visibility Operating at the connection level, Network Load compliance, and policy controls. Learn more >

features targeted at application architectures, Balancers are capable of handling millions of

including microservices and containers. requests per second securely while maintaining Learn more > AWS will be retiring the EC2-Classic
ultra-low latencies. network on August 15, 2022. Learn more

Learn more >
.
Learn more >

Cancel




Creation of a load balancer

Services ¥ 7 [
O]

on request attributes. When the load balancer receives a connection request, it evaluates the listener rules in priority order to determine which rule to apply, and if

applicable, it selects a target from the target group for the rule action.

» How Application Load Balancers work

Basic configuration

Load balancer name

Name mus

| <l
Amaximurn o — » —

er the load balancer is created

or end with @ hyphen

Scheme Info
Scheme cannot k
© Internet-facing

An internet-fac

hanged after the load balancer is created.

Juires a public subnet. Learn more [}

tes requests from clients o

oad balancer r

Internal

equests from clients to targets using pr

An internal loa

IP address type  Info
ct the type of IP addre

O 1Pva

Recommended for internal load balancers.

that your subnets use.

Dualstack
Includes IPv4 and IPVG a

Network mapping info

The load balancer routes traffic to targets in the selected subnets, and in accordance with your IP address settings.

r targets. Only VPCs with an ir ateway are enabled for selection. The selecte:

1 your target groups [4.




Creation of a load balancer

a_"ls Services ¥

Dualstack
Includes IPv4 and IPv6 addres

Network mapping inro

The load balancer routes traffic to targets in the selected subnets, and in accordance with your IP address settings.

Z0ones

VPC  Infe
Select the virtual private cloud your targets. Only VPCs with an intel PC cannot be cha
confirm th 'C for your targets, 'our target groups E

Mappings Info
Select at
balancer
sup

that are not s
lability Zone:

the load

ap-northeast-2a

Select your security
ap-northeast-2c g ro u p

ap-northeast-2d

Security groups info

A security group is a set of firewall rules that control the traffic to your load balancer.

Support ¥




Creation of a load balancer

?_\'15 Services ¥ h atu [ lucts, and docs S 6 - Seoul Support ¥

@

A listener is a process that checks for connection requests, using the protocol and port you configure. Traffic received by the listener is then routed per your specification. You ¢
multiple rules and multiple certificates per listener after the load balancer is created

Select your
¥ Lisener HTTPE0 target group

Protocol Part Default action __Info
HTTP v .| 80 v
1-65535 Create target group 123

» Tags - optional
Consider adding tags to your load balancer. Tags enable you to categorize your AWS resources so you can more easily manage them. The "Key' is required, but "Value' is optional. For
example, you can have Key = production-webserver, or Key = webserver, and Value = production.

Summary

Review and confirm your configurations. Estimate cost E

Basic configuration Edit Security groups Edit Network mapping Edit Listeners and routing Edit

Load balancer name not defined « default VPC vpc-910c69fa E o HTTP:80 defa
s Internet-facing sg-fasdofsa E Subnet not defined Target group not defined

Create the LB

Tags Edit

None

Attributes

@ Ccertain default attributes will be applied to your load balancer. You can view and edit them after creating the load balance

English (US) w




Creation of a load balancer

EC2 Management Console - Mozilla Firefox

<« C ®
aws

o

CUnuie 1asKks

Volumes

Snapshots

Security Groups
Elastic IPs
Placement Groups
Key Pairs

Network Interfaces

Load Balancers

Launch Configurations

Auto Scaling Groups

Run Command
State Manager

Configuration
Compliance

EC2 Management Con

Services v

© & amazon.com

Resource Groups ~ %

Create Load Balancer Q.11 I

Q

B Name «  DNS name State

@ bdan Ib-dan-673304993.eu-west-3....  provisioning

- U ¥

In B0 =

dhagimont ~ Paris v Support v

O % 0

Tto1of1
VPC ID A
Vvpc-59603330 eL

< Public address of the load balancer >

Load balancer: || Ib-dan

Description Listeners Monitaring Tags

Basic Configuration

Name: Ib-dan Creation time:
ARN: arm:aws:elasticloadbalancing:eu-
west-3:910556517775loadbala pp/lb- Hosted zone:
dan/ff1b2ff96ccf7031 (2 State:
D Ib-dan-673304993.eu-
VPC:
na west-3.elb.amazonaws.com 2]
(A Record) IP address type:
Scheme: internet-facing AWS WAF Web
ACL:

Type: application

@ Feedback (@ English (US)

November 12, 2018 at 8:59:24 AM
UTC+1

Z3Q77PNBQS71R4
provisioning
vpc-59603330

ipv4

An error occurred while a request was
made to AWS WAF.

Privacy Policy Terms of Use




Creation of an auto scaling group

Instances

Instance Types EC2 Launch configurations

Launch Templates

Launch configurations (2) e

Spot Requests

Savings Plans Q 1 (O]

Reserved Instances

v v v i v ion ti v
Dedicated Hasts Name AMI ID Instance type Spot price Creation time

Capacity Reservations toto ami-0d2c3b36ab... t2.micro - Mon Oct 04 2021 06:03:37 GMT+0200 (Central European Summer Time)

¥ Images test ami-0d2c3b36ab... t2.micro - Mon Oct 04 2021 05:52:57 GMT+0200 (Central European Summer Time)
AMis

4

Elastic Block Store
Volumes
Snapshots

Lifecycle Manager

¥ Network & Security
Security Groups
Elastic IPs
Placement Groups
Key Pairs

Network Interfaces

¥ Load Balancing

Load Balancers

Target Groups

* " Select a a launch configuration above
uto Scaling

Launch Configurations

Auto Scaling Groups




Creation of a launch configuration

E_I‘\ﬁf'S Services ¥ Q s [Alt+S]

@ Instead of using launch configurations to create your EC2 Auto Scaling groups, we recommend that you use launch templates to make sure that you're getting the latest features from EC2. Start using launch templates.

® Something went wrong. Please refresh and try again.

EC2 Launch configurations Create launch configuration

Create launch configuration .«

Launch configuration name

Select your
AMI

Amazon machine image (AMI) o

— >

Instance type o

Instance type

Choose instance type

Additional cenfiguration - optional

Purchasing option Info

Request Spot Instances




Creation of a launch configuration

Support ¥

Purchasing option Info

Request Spot Instances

IAM instance profile Info

Monitoring  Info

Enable EC2 instance detailed monitoring within CloudWatch

P Advanced details

@ Later, if you want to use a different launch configuration, you €an create a new one and apply It to any Auto Scaling group. Existing launch configurations
cannot be edited.

Storage (volumes) info

EBS volumes

Volume type Devices Snapshot Size (GiB) Volume type

Select an AM| before adding velumes

@ Free tier eligible customers can get up to 30 GB of EBS storage. Learn more about free usage tier eligibility and usage restrictions.

Security groups info




Creation of a launch configuration

Select your
security group

Security groups inro

Assign a security group

Select an existing security grouy

Security group name

AutoScaling-Security-Group-3

Description
AutoScaling-Security-Group-3 (2021-10-04T04:20:21.9957)

Rules

Type Protocol Port range Source type Source

SSH v TCP 22 Anywhere v 0.0.0.0/0

<+ Add new rule

/A Rules with source of 0.0.0.0/0 allow all IP addresses to access your instance. We recommend setting security group rules to allow access from known IP
addresses only.

Key pair (login) i




Creation of an auto scaling group

Instances

Instance Types EC2 Launch configurations

Launch Templates

Launch configurations (2) e

Spot Requests

Savings Plans Q 1 (O]

Reserved Instances

v v v i v ion ti v
Dedicated Hasts Name AMI ID Instance type Spot price Creation time

Capacity Reservations toto ami-0d2c3b36ab... t2.micro - Mon Oct 04 2021 06:03:37 GMT+0200 (Central European Summer Time)

¥ Images test ami-0d2c3b36ab... t2.micro - Mon Oct 04 2021 05:52:57 GMT+0200 (Central European Summer Time)

AMis

4

Elastic Block Store
Volumes
Snapshots

Lifecycle Manager

¥ Network & Security
Security Groups
Elastic IPs
Placement Groups
Key Pairs

Network Interfaces

¥ Load Balancing
Load Balancers

Target Groups E E E

Select a a launch configuration above

¥ Auto Scaling

Launch Configurations

uto Scaling Groups

English (US) w 4 1, Amazon | E ts rese s Terms of Use




o New EC2 Experience

Tell us what you think

X

EC2 Dashboard New
Events Hew
Tags

Limits

INSTANCES
Instances

Instance Types
Launch Templates
Spot Requests
Savings Plans
Reserved Instances
Dedicated Hosts New
Scheduled Instances

Capacity Reservations

IMAGES

AMIs

ELASTIC BLOCK STORE
Volumes
Snapshots

Lifecycle Manager

NETWORK & SECURITY
Security Groups New

Elastic IPs ntew

Placement Groups New

Key Pairs New

Creation of an auto scaling group

Q

(@ Auto Scale your Amazon EC2 Instances Ahead of Demand

@ The old Auto Scaling groups console is no longer available. We will keep improving the new console based on your feedback.

Explore how the new predictive scaling policy of EC2 Auto Scaling helps you improve availability for your applications.

EC2 Auto Scaling groups

Auto Scaling groups (1/1)

ol

T -

Create an Auto Scaling group

Q 1 @
Name v Launch template/configuration [ ¥ Instances ¥ Status Desired capacity ¥ Min ¥ Max ¥ Availability Zones v
test toto 1 - 1 1 2 ap-northeast-2a

Details Activity Automatic scaling Instance management Monitoring Instance refresh
Group details

Desired capacity

1

Minimum capacity

1

Maximum capacity

2

Auto Scaling group name

test

Date created

Mon Oct 04 2021 06:09:44 GMT+0200 (Central European Summer Time)

Amazon Resource Name (ARN)

am:aws:autoscaling:ap-northeast-

2:560406052148:autoScalingGroup:e2565094-5051-44f6-817a-

8db5aa5f3f8a:autoScalingGroupName/test




EIWS_: Services W

:) New EC2 Experience

Tell us what you think

X

EC2 Dashboard New
Events Hew
Tags

Limits

INSTANCES
Instances

Instance Types
Launch Templates
Spot Requests
Savings Plans
Reserved Instances
Dedicated Hosts New
Scheduled Instances

Capacity Reservations

IMAGES

AMis

ELASTIC BLOCK STORE
Volumes
Snapshots

Lifecycle Manager

NETWORK & SECURITY
Security Groups New
Elastic IPS  nNew
Placement Groups new

Key Pairs

Creation of an auto scaling group

EC2 Auto Scaling groups

Step 1
Choose launch template or
configuration

Step 2

Step 4

Step 5

Step 6 (o

Step 7

Create Auto Scaling group

Choose launch template or configuration .«

Specify a launch template that centains settings commen to all EC2 instances that are launched by this Auto Scaling group. If

you currently use launch configurations, you might consider migrating to launch templates.

Switch to
select your
launch
configuration

Name

aling group name
ame to identify the group.

Must be u to this account in the current Region and no mere than 255 characters.

Launch template o

Switch to launch configuration )

mage (AMI), insta

Launch template

Create a launch template 2

Support ¥




Creation of an auto scaling group

“':'_\’15 Services ¥
o New EC2 Experience @
Tell us what you think X EC2 Auto Scaling groups Create Auto Scaling group

EC2 Dashboard New Step 1

Configure settings e

Choose launch template or

Events new
configuration
Tags Configure the settings below. Depending on whether you chose a launch template, these settings may include options to help
you make optimal use of EC2 resources.
Limits Step 2
Configure settings
¥ INSTANCES Network inro
Instances Step 3 (optional)

For most applications, you can use multiple Availability Zones and let EC2 Auto Scaling balance your instances across the

Instance Types zones. The default VPC and default subnets are suitable for getting started quickly.

Launch Templates

Spot Requests

vpc-910c69fa

v
Savings Plans 20 2100/16  Default
Reserved Instances
Create a vPC [
Dedicated Hosts New
Subnets
Scheduled Instances
. v
Capacity Reservations Step & (optional)
ap-northeast-2a | subnet-5f47d034 X
¥ IMAGES 172.31.0 Default
AMIs Step 7

ap-northeast-2c | subnet-4436cd0b X
172.31.3 Default

¥ ELASTIC BLOCK STORE

Volumes

Snapshots
ate a subnet [4
Lifecycle Manager

¥ NETWORK & SECURITY Cancel Previous | ‘ skip to review ‘ m

Security Groups

Elastic IPs New
Placement Groups New

Key Pairs new




Q‘ﬂ’_s Services ¥

o New ECZ Experience

Tell us what you think

ECZ Dashboard New
Events New
Tags

Limits

4

INSTANCES
Instances

Instance Types
Launch Templates
Spot Requests
Savings Plans
Reserved Instances
Dedicated Hosts new

Scheduled Instances

Capacity Reservations

¥ IMAGES

AMIs

4

ELASTIC BLOCK STORE
Volumes
Snapshots

Lifecycle Manager

¥ NETWORK & SECURITY

Security Groups

Flastic IS naw

Creation of an auto scaling group

EC2 Auto Scaling groups

Step 1

Choose launch template or

configuration

Step 2

Configure settings

Step 3 (i

Create Auto Scaling group

Configure advanced options

Choose a load balancer to distribute incoming traffic for your application across instances te make it more reliable and easily
scalable. You can also set options that give you more control over health check replacements and monitoring.

Load balancing - optional inro

Configure advanced options Use the options below to attach your Auto Scaling group to an existing load balancer, or to a new load balancer that you

Step 5 (optional)

Step 6 (optional)

Step 7

define.

O Attachtoan existing load Attach to a new
balancer balancer

e from your existing load Quickly
ba
o

No load balancer
Traff

Attach to an existing load balancer
Select the load balal

rs that you want to attach to your Auto Scaling group.

Select your LB,
target group

© choose from your load balancer target groups from Classic Load Bala

TF ion all u to attach Application, N

Zroup are available for selection.

toto | HTTP
Application Load Balancer: Ib




a_\l_\f'S Services ¥
o New EC2 Experience

Tell us what you think

EC2 Dashboard New
Events Hew
Tags

Limits

4

INSTANCES
Instances

Instance Types
Launch Templates
Spot Requests
savings Plans
Reserved Instances
Dedicated Hosts new
Scheduled Instances

Capacity Reservations

¥ IMAGES

AMIs

4

ELASTIC BLOCK STORE
volumes

Snapshots

Lifecycle Manager

¥ NETWORK & SECURITY
Security Groups New
Elastic IPS new
Placement Groups New

Key Pairs New

Feedback English (US) w

Creation of an auto scaling group

Step 6

Step 7

Attach to an existing load balancer

Support ¥

Select the load balancers that you want to attach to your Auto Scaling group

© cChoose from your load balancer target groups
This
Gate

I to attach Application, Network, or

Existing load balancer target groups

Choose from Classic Load Balancers

Only instance target groups that belong te the same VPC as your Auto Scaling group are available for selection.
v
toto | HTTP X
Application Load Balancer: b
Health checks - optional
Health check type Info
uto Scaling aut: ically

ed

Health check grace period
The amount of time until EC2

300 seconds

Additional settings - optional

Monitoring Info

Enable group metrics collection within CloudWatch

at fail health checks. I you enabled load balancing, you can enable ELB health checks in

o Scaling performs the first health

1stances after they are put into service.

Cancel Previous skip to revie m

r its affiliate:
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Services ¥

O New EC2 Experience

Tell us what you think

EC2 Dashboard new
Events New
Tags

Limits

¥ INSTANCES
Instances
Instance Types
Launch Templates
Spot Requests
Savings Plans
Reserved Instances
Dedicated Hosts New
Scheduled Instances

Capacity Reservations

¥ IMAGES

AMIs

¥ ELASTIC BLOCK STORE
Volumes
Snapshots

Lifecycle Manager

¥ NETWORK & SECURITY
Security Groups Hev
Elastic IPs  new
Placement Groups New

Key Pairs Hew

Fee ck English (US) w

Creation of an auto scaling group

a R . : . [ . s L Support ¥

®

EC2 Auto Scaling groups Create Auto Scaling group

Step 1

Configure group size and scaling policies .

Set the desired, minimum, and maximum capacity of your Auto Scaling group. You can optionally add a scaling policy to
dynamically scale the number of instances in the group.

Choose launch template or
configuration

Step 2

Configure settings .
Group size - optional into

Step 3 (optiona
Configure advanced options Specify the size of the Auto Scaling group by changing the desired capacity. You can also specify minimum and maximum
capacity limits. Your desired capacity must be within the limit range.

Desired capacity
Configure group size and

scaling policies 1

Minimum capacity
Step 5 (optional)

1

Step 7

Scaling policies - optional
Choose whether to use a scaling policy to dynamically resize your Auto Scaling group to meet changes in demand. Info

O Target tracking scaling policy MNone
o

Scaling policy name

Target Tracking Policy




E_’_V_V'S Services ¥

o New EC2 Experience

Tell us what you think

x

EC2 Dashboard New
Events New
Tags

Limits

4

INSTANCES
Instances

Instance Types
Launch Templates
Spot Requests
savings Plans
Reserved Instances
Dedicated Hosts New
Scheduled Instances

Capacity Reservations

¥ IMAGES

AMIs

¥ ELASTIC BLOCK STORE
Volumes
Snapshots

Lifecycle Manager

4

NETWORK & SECURITY
Security Groups Hew
Elastic IPs new
Placement Groups New

Key Pairs new

Creation of an auto scaling group

Step 7

Scaling policies - optional

Choose whether to use a scaling policy to dynamically resize your Auto Scaling group to meet changes in demand.

Mone
scaling
0 achi

scaling policy name

Target Tracking Policy

Average CPU utilization

< seconds war@ including in metric

Disable scale in to create only a scale-out policy

Instance scale-in protection - optional

Instance scale-in protection
If pro

Enable instance scale-in protection

ct from scale in is enabled, from scale in

Info

Cancel Previous i Skip to review m

—

D

Support ¥
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o New ECZ Experience

Tell us what you think

EC2 Dashboard Hew
Events New
Tags

Limits

INSTANCES
Instances

Instance Types
Launch Templates
Spot Requests
Savings Plans
Reserved Instances
Dedicated Hosts Hew
Scheduled Instances

Capacity Reservations

IMAGES

AMIs

ELASTIC BLOCK STORE
Volumes
Snapshots

Lifecycle Manager

NETWORK & SECURITY
Security Groups New
Elastic IPs  new
Placement Groups New

Key Pairs n

Feedback English (US) w

Creation of an auto scaling group

Auto Scaling groups

Step 1
Choose launch template or
configuration

Step 2

Configure settings

Step 3 {optional)

Configure advanced options

Step 4 (optional)
Configure group size and
scaling policies

Add notifications

Step 6 (optional)

Step 7

Create Auto Scaling group

Add notifications .«

Send notifications to SNS topics whenever Amazon EC2 Auto Scaling launches or terminates the EC2 instances in your Auto

Scaling group.

Cancel

Previous H Skip to review ‘m
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o New ECZ Experience

Tell us what you think

EC2 Dashboard mew
Events Hew
Tags

Limits

INSTANCES
Instances

Instance Types
Launch Templates
Spot Requests
Savings Plans
Reserved Instances
Dedicated Hosts new
Scheduled Instances

Capacity Reservations

IMAGES

AMIs

ELASTIC BLOCK STORE
Volumes

Snapshots

Lifecycle Manager
NETWORK & SECURITY
Security Groups Nev
Elastic IPs new
Placement Groups New

Key Pairs nNew

Feedback English (US) w

Creation of an auto scaling group

Auto Scaling groups

Step 1
Choose launch template or
configuration

Step 2

Configure settings

Step 3 (optional)

Configure advanced options

Step 4 (optional)
Configure group size and
scaling policies

Step 5 (optional)

Add notifications

Step 6 (optional)

Add tags

Step 7

Create Auto Scaling group

Add tags .

Add tags to help you search, filter, and track your Aute Scaling group across AWS. You can also choose to automatically add

these tags to instances when they are launched.

(@ You can optionally choose to add tags to instances (and their attached EBS volumes) by specifying tags in your
launch template. We recommend caution, however, because the tag values for instances from your launch
template will be overridden if there are any duplicate keys specified for the Auto Scaling group.

X

Tags (0)

or its affiliat,

FULL 91.75%

11.1 GiB

1.15

Terms of Use Cookie preferences

11.1 GiB | 18.6 GiB

-18-84 B
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o New EC2 Experience

Tell us what you think

X

EC2 Dashboard mew
Events new
Tags

Limits

INSTANCES
Instances

Instance Types
Launch Templates
Spot Requests
Savings Plans
Reserved Instances
Dedicated Hosts New
Scheduled Instances

Capacity Reservations

IMAGES

AMIs

ELASTIC BLOCK STORE
Volumes
Snapshots

Lifecycle Manager

NETWORK & SECURITY
Security Groups  Nev
Elastic IPs nev
Placement Groups nev

Key Pairs New

Feedback  English (US) ¥

Creation of an auto scaling group

EC2 Auto Scaling groups

Step 1
Cheoose launch template or
configuration

Step 2

Configure settings

Step 3 (optional)

Configure advanced options

Step 4 (
Configure group size and
scaling policies

Step 5 (optional)

Add notifications

Create Auto Scaling group

Ad d tagS Info

Add tags to help you search, filter, and track your Auto Scaling group across AWS. You can also choose to automatically add

these tags to instances when they are launched.

(@ You can optionally choose to add tags to instances (and their attached EBS volumes) by specifying tags in your
launch template. We recommend caution, however, because the tag values for instances from your launch
template will be overridden if there are any duplicate keys specified for the Auto Scaling group.

X

Tags (0)

Cancel

FULL 91.75%

11.1 GiB

1.15

Terms of Use

11.1 GiB | 18

Cookie preferences
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Creation of an auto scaling group

Support ¥

Target tracking scaling
O New EC2 Experience
Tell us what you think X Policy type Scaling policy name Execute policy when

Target tracking scaling Target Tracking Policy As required to maintain Average CPU
EC2 Dashboard new utilization at 50

Events 1 Take the action Instances need Scale in

Tags Add or remove capacity units as 300 seconds to warm up before Enabled

required including in metric
Limits g 9

INSTANCES
Instances Instance scale-in protection
Instance Types
Launch Templates Instance scale-in protection
Spot Requests

Savings Plans

Reserved Instances Step 5: Add notifications
Dedicated Hosts New
Notifications

Scheduled Instances

Capacity Reservations
No notifications

IMAGES
AMis

ELASTIC BLOCK STORE Step 6: Add tags

Volumes
Tags (0)

Snapshots

Lifecycle Manager Key Value Tag new instances

NETWORK & SECURITY

No tags
Security Groups New
Elastic IPs New

Placement Groups n Cancel Create Auto Scaling group

Key Pairs new

glish (US) € 1 . Of affill | 4 Terms of Use




Creation of an auto scaling group

EC2 Management Console - Mozilla Firefox

EC2 Managemenk Cons: X | &+

&« ¢ @ & amazon.com kg + In @ =

Services v Resource Groups v * [\ dhagimont v Paris v  Support ¥

B ©® Launch Templates have arrived!
Volumes The EC2 Auto Scaling console now has full support for launch templates. Launch templates can be updated and versioned, and include
Snapshots support for the latest features of Amazon EC2. Create an Auto Scaling group to get started or Learn more.

Security Groups
Elastic IPs Create Auto Scaling group Actions v QO & O

Placement Groups

Key Pairs Filter: X 1to 1 of 1 Auto Scaling Groups

Network Interfaces
jon /

Instances Desired Min Max Availability Zones Default Cooldow

scalinggroup-dan  launchconf-dan 1 1 2 eu-west-3c 300

Load Balancers

Target Groups

[ |

Auto Scaling Group: scalinggroup-da

nch Configuratl
‘ Auto Scaling Groups

Details Activity History Scaling es Maonitoring Notifications Tags Scheduled Actions Lifecycle H

ailability Zone(s) (i eu-w
Launch C . . .
The auto scaling group associated with subn
Run Command the launch configuration
State Manager was created
ggnmf:ﬁiir:;l:n 1 T Target Groups  (j grou
Automations Max (j 2 Health Check Type (i EC2

Patch Compliance

@ Feedback (@ English (US) C A il ! eserved. rivacy Policy  Terms of Use




Creation of an auto scaling group

EC2 Management Console - Mozilla Firefox

EC2 Management Cons: X | +

<« C o ® & amazon.com w ¥ oIn @

aws Services v Resource Groups v * [\ dhagimont v  Paris v  Support ¥

p—

AMIs l ]
Bundle Tasks

Create Auto Scalina arann

Volumes

The first instance in the group was started

Snapshots 1to 1 of 1 Auto Scaling Groups

_ [ ] Name Desired Max Availability Zones Default Coolc
Security Groups
Elastic IPs @  scalinggroup-dan  launchcol 1 1 1 2 eu-west-3c 300
Placement Groups
Key Pairs
[_ N ]

Network Interfaces Auto Scaling Group: scalinggroup-dd

= Details Activity History Sca 2 @ onitoring Notifications Tags Scheduled Actions Lifecycle

Load Balancers A
ti w
Target Groups ctions o

Filter: Any Health Status v Any) ycle State v ) X

aunch Configuratio

Auto Scaling Groups 1to 1 of 1 Instances

alth Status Protected from

i-04e5e4338b7b6fd50 InService launchcenf-dan eu-west-3c Healthy

Run Command

State Manager

Configuration
Compliance

Automations

@ Feedback (@ English (US) C . All rig eserved.  Privacy Policy  Terms of Use




Creation of an auto scaling group

EC2 Management Console - Mozilla Firefox

EC2 Management Consc X | +

&« A o @ & amazon.com g L In @ =

aws Services v  Resource Groups ~ * [\ dhagimont v Paris v  Support v
Lapaciy Heservations -
reate target grou ctions +
get group o % 0

AMIs Q 1to10f1
Bundle Tasks

[ ] Name «  Port Protocol Target type Load Balant VPCID
Volumes group-dan 80 HTTP instance Ib-dan vpc-59603330
Snapshots

Target group:l group-dan HEME

Security Groups

Elastic IPs Descriptioea“h checks Monitoring Tags
Placement Groups

The load balancer starts routing requests ig ThIS ﬁrst instance iS associated Wlth ses the
initial health checks. If demand on your 4 the group and the |Oad balancer can

Network Interfaces deregister targets.

Registered targets

Key Pairs

Target Groups

Port Availability Zone Status
i-04e5e4338b7h6fd50 a0 - 1-3 healthy (j
Launch Configurations N euwestse A
Auto Scaling Groups Availability Zones
= Availability Zone Target count Healthy?
eu-west-3c 1 Yes

Run Command

@ Feedback (@ English (US) D ,Inc. ¢ red.  Privacy Policy — Termsof Use




Creation of an auto scaling group

EC2 Management Console - Mozilla Firefox

EC2 Management Cons: X | =

<« ¢ o OF amazon.com g I @ =

Services v Resource Groups * [\ dhagimont v  Paris v  Support v

Lapaciy Heservatons - — -

reate Loa EL ctions v

o B 0

AMls Q Tto10f1
Bundle Tasks

[ ] Name «  DNS name State VPCID Availability Z

[ ] Ib-dan Ib-dan-326497551. eu-west-3.... active vpc-59603330 eu-west-3b, eL
Volumes
Snapshots

Security Groups

Elastic IPs Load balancer: | Ib-dan Address of the load balancer BN

Placement Groups

Description Listeners Monitoring Tags
Key Pairs
Basic Configuration

Network Interfaces

= Name: Ib-dan Creation time: Movember 12, 2018 at 2:06:47 PM UTC+1

ARN: arn:aws:elasticloadbalancing:eu- Hosted zone: Z3Q77PNBQS71R4

west-3:910556517775:loadbal State: active

VPC: 59603330
Ib-dan-326497551 eu-west-3.elb.amazonaws.com (2] pe
(A Record)

Launch Configurations

na IP address type: ipvd

Auto Scaling Groups

Scheme: in AWS WAF Web An error occurred while a request was

ACL: made to AWS WAF.

= Type: application

Run Command Availability subnet-0b6ffe70 - eu-west-3b,
Zones: subnet-7e3ee433 - eu-west-3c,

@ Feedback (@ English (US) 0 : n All rig ed rivacy Policy  Terms of Use




The load balancer relays the
requests

() - Daniel test service - Mozilla Firefox

Daniel test service x |+
<« ¢ (@ |b-dan-326497551.eu-wesk-3.elb.amazonaws.com

access from ip-172-31-40-151

You can reload many times the page,
it's always the same IP address




Overloading the application

EC2 Management Console - Mozilla Firefox

EC2 Management Cons: X | +

&« d @ @ & amazon.com o L In @D =

Services Resource Groups ~ | L\ dhagimol Paris +  Support ¥

NG IGEEL N A Connect || Actions v
Events | Launch nstance - A O ® 0
Tags
o 1to20f2
Reports
Limits Name Instance ID « Instance Type Availability Zone Instance State Status Checks Alarm Status
= [ ] @em%ﬂb?bﬁfﬂm t2.micro eu-west-3c ) runni & 2/2checks ... None "ﬁ
Instances i-06aec0c3940e17e35  t2.micro eu-west-3c @ terminated None b )
ubuntu@ip-172-31-40-151: ~
r Edition Affichage Rechercher Terminal
hagimont@hagimont-pc:~/Téléchargement -1 key-dan.pem ubuntu@ec2-35-180-100-161.
eu-west-3.compute.amazonaws.com
The authenticity of host 'ec2-35-180-100-161.eu-west-3.compute.amazonaws.com (35.180.
100.161)"' can't be establi - - -
ECDSA key fingerprint is SHA256:LbBUXZCGhxy6d2Iqkci6CVMF3HN/dftmkj+gsWduvzA. < A Slngle active instance >
Are you sure you want to continue connectina (ves/no)? yes
Warning: Permanently ad--- 1te.amazonaws.com,35.180
.100.161" (ECPE2
Welcome t-
We log in the instance
And run the yes program
System
-04e5e4338b7b6fd50 Public DNS: ec2-35-180-100-161.eu-west-3.compute.amazonaws.com [l =]

System load:

Usage of of 7.69GB cuon: (]

Memory usag s for ethe: 172.31.40.151
Swap usag

Status Checks Monitoring Tags

Get cloud support with Ubunti sge Cloud Guest:
http://wwi. ubuntu. con/bust vices/cloud Instance ID  i-04e5e4338b7bsfd50 Public DNS

103 packages can be updated.
38 updates are security update

ec2-35-180-100-161.eu-
west-3.compute.amazonaws.col

Instance state  running IPv4 Public IP 35.180.100.1
Ciiﬁ:bi»;l;.171".’21733.1?1? 2018 fron 185.44.228.103 Instance type  t2.micro IPV6IPs -
Elastic IPs Private DNS  ip-172-31-40-151.eu-

west-3.compute.internal

Terms of Use




Auto scaling

EC2 Management Console - Mozilla Firefox

EC2 Management Cons: X

amazon.com
Services v  Resource Groups v % [\ dhagimont v  Paris ~  Support -
Launch Instance Actions v
A O % O
Events
Tags Q (] 1to30f3
Reports A—
Name Instance 1D +« Instance Type Availability Zone Instance State Status Checks Alarm Status
Limits
i-04e5e4338b7b67d50 t2.micro eu-west-3c @ running & 2/2checks ... None \'#
- i-06aec0c3940e17e35  t2.micro - 15T T o) terminated None "4,
Instances — .
Q[ -0928C20051425(5c4 t2.micro eu-west-3c @ running z Initializing _gne -

Launch Templates
Spot Requests

Reserved Instances

Dedicated Hosts

Capacity Reservations A second instance was created
E NB: with free instances, 5 minutes latency
AMIs

Bundle Tasks

Select an instance above _J =R =]

Volumes

Snapshots

Security Groups
Elastic IPs

Placement Groups

@ Feedback @ English (US) | 5 it ) E d.  Privacy Policy  Terms of Use




Load balancing between the 2

Instances

You can reload many times the page, you
should have different IP addresses, i.e. the load
is balanced between the 2 instances

@ @ Ib-dan-326497551.eu-west:3.elb.amazonaws.com 4] &« ¢ o @ lb-dan-326497551.eu-west-3.elb.amazonaws.com r

access from ip-172-31-40-151 access from ip-172-31-42-109




	Presentation TITLE
	Slide 2
	Slide 3
	Slide 4
	Slide 5
	Slide 6
	Slide 7
	Slide 8
	Slide 9
	Slide 10
	Slide 11
	Slide 12
	Slide 13
	Slide 14
	Slide 15
	Slide 16
	Slide 17
	Slide 18
	Slide 19
	Slide 20
	Slide 21
	Slide 22
	Slide 23
	Slide 24
	Slide 25
	Slide 26
	Slide 27
	Slide 28
	Slide 29
	Slide 30
	Slide 31
	Slide 32
	Slide 33
	Slide 34
	Slide 35
	Slide 36
	Slide 37
	Slide 38
	Slide 39
	Slide 40
	Slide 41
	Slide 42
	Slide 43
	Slide 44
	Slide 45
	Slide 46
	Slide 47
	Slide 48
	Slide 49
	Slide 50
	Slide 51
	Slide 52
	Slide 53
	Slide 54
	Slide 55
	Slide 56
	Slide 57
	Slide 58
	Slide 59
	Slide 60

