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Cloud Computing

In this class we will discuss about kubernetes and openstack




Virtual Machines vs. Containers

| = |
Infrastructure
OEo O8O
o Virtual machines » Containers

« Each virtual machine (VM) « Containers include the app & all
includes the app. the necessary of its dependencies, but share the
binaries and libraries and an entire kernel with other containers.
guest operating system « Run as an isolated process in

userspaceon the hostOS

« Not tied to any specific
infrastructure—containers run on
any computer, infrastructure and
cloud.

Reminder of last class




« Docker machine
« Allow to easily install Docker hosts in a network
« Docker compose
e Allow defining and running multi-container applications
 Kitematic
» Graphical interface for the administration of a Docker host
« Docker swarm
o Allow the management of a cluster of Docker hosts (container
replication, load-balancer, elasticity, recovery ...)

Kubernetes

Reminder of last class




 Native solution of Docker for clustering
« Turn acluster into a unique virtual host
» Use the same API

« Allow to manage and schedule containers on a cluster

A Docker Swarm is a group of either physical or virtual machines that are running the Docker
application and that have been configured to join together in a cluster. achines that have joined
the cluster are referred to as nodes.
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Swarm manager
docker

Docker Compose
Kitematic
Jenkins plugin

docker daemon docker daemon docker daemon
[resde-0) [node-1) [node-2)
|- Container | |I E_Dntainnr ' |I Container
| . | -
Container | Container | Container | .




Docker Swarm deploy

« Run a Swarm image in a container

 Or install binary on your host
« Pull a "Docker Swarm" image

« Configure the Swarm Manager and the Workers
(physical nodes able to host containers)

e Open a TCP port on each node to communicate with the
Swarm manager.

o Install Docker on each node

hree way to deploy docker swarm master
- Either you run a docker image containing the master
- Or install the binary on you host.

After that, you have to configure the swarm manager and add the nodes.




What is Kubernetes ?

« A container orchestration system.

« Abstraction of the physical infrastructure thanks to the
concept of "Node" Principle

« Kubernetes abstracts the thousands of nodes in a
cluster and provides industry methods to manage
applications. administrator describes and declares the
"desired state", and Kubernetes converts the "current
state" to "desired state".



Users of Kubernetes ?
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Architecture of Kubernetes

Master
etcd (key-value DB, SS0T)

o' o

Controller Manager Scheduler
User with kubect] (Controller Loops) APl Server (REST API) (Bind Pod to Node)
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I Metworking
Kubelet

Container
Runtime

MNode 1

X MNetwaorking
¥ Kubelet

MNetwaorking
Kubelet

Container
Runtime

Mode 3

Container
Runtime

Master is called the control plane and it has 3 further things, namely API Server, Scheduler,
Controller Manager and the etcd.

API Server enables all the communication b/w API, we are going to talk to Kube API Server only.
It takes the request and sends it to other services.

Etcd stores all the information in and other services also reads and store the information in it.
Kube Scheduler picks up the container and puts it on the right node based on different factors.
Manager Controller is responsible for checking the status of the node.

Kubelet is the agent that listens to the request of master and is going to do all the heavy lifting.




Some concepts of Kubernetes

Pods : 1s a group of one or more containers, with shared storage/
network, and a specification for how to run the containers. It
represents an application in kubernetes

Deployment : provides declarative updates for Pods and
ReplicaSets. Describes a desired state, and the Deployment
controller changes the actual state to the desired state at a
controlled rate.

Services : An abstract way to expose an application running on
a set of Pods as a network service.

Namespace : Kubernetes supports multiple virtual clusters
backed by the same physical cluster. These virtual clusters are
called namespaces.



Kubernetes « manifest »

role: frontend

rontend

name: web-1
spec:
replicas: 3
template:
metadata:

labels:

containers:

= 1mage: nginx:1.13.1

name: NE1nx

ports:

- containerPort:

name: https

ports:
- port: 443
targetPort: 443

Frontend v1 Pod

e Frontend Service

\ J

Frontend vl Pod

Frontend v2 Pod



Some Kubernetes functionalities

« Self-healing :Kubernetes restarts containers that fail, replaces
containers, Kills containers that don’t respond to your user-defined
health check, and doesn’t advertise them to clients until they are
ready to serve.

« Automatic binpacking : Kubernetes allows you to specify how
much CPU and memory (RAM) each container needs. When
containers have resource requests specified, Kubernetes can make
better decisions to manage the resources for containers.

« Automated rollouts and rollbacks : You can describe the
desired state for your deployed containers using Kubernetes, and it
can change the actual state to the desired state at a controlled rate.
For exmnple, you can automate Kubernetes to create new contalners
for your deployment, remove existing containers and adopt all their
resources to the new container.



Some Kubernetes functionalities

« Service Discovery and Load Balancing : Kubernetes can
expose a container using the DNS name or using their own IP
address. If traffic to a container 1s high, Kubernetes 1s able to load
balance and distribute the network traffic so that the deployment 1s
stable.

« Storage Orchestration: Kubernetes allows you to
automatically mount a storage system of your choice, such as local
storages, public cloud providers, and more.



Docker Swarm vs Kubernetes

Docker Swarm Kubernetes
App"cation Default Docker cli and docker use pods
cp compose
definition
Sca|abi|ity Fast (!eployment of Strong garantee on scalability
containers
i i ili Docker Swarm also offers High availability by tolerating
ngh A\fallablllty high availability the failure of application
Container Setup Based on Docker cli, can use Kubemetes utilizes its own YAML
Docker compose
Load Balancin Swarm mode consists of a Pods are exposed via service,
9 DNS element that can be which can be utilized as a load
utilized for distributing balancer within the cluster

incoming requests to a
service name.

Kubernetes supports higher demands with more complexity while
Docker Swarm offers a simple solution that is quick to get started with.
Docker Swarm has been quite popular among developers who prefer fast
deployments and simplicity. Simultaneously, Kubernetes is utilized

in production environments by various high profile internet firms
running popular services.



OpenStack Cloud

« What is OpenStack ?

openstack

« OpenStack 1s an mfrastructure as a Service which 1s know
as a Cloud Operating System, that takes resources such as
compute, storage, network, virtualization technologies and

controls those resources at a data center level »



OpenStack Cloud

« At the beginning

AN

openstack®

http://www.openstack.org/

As of 2012, it was managed by the OpenStack Foundation, a non-profit corporate entity
established in September 2012 to promote OpenStack software and its community.




OpenStack Cloud
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More organiization were interested by the project.




OpenStack Cloud
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he OpenStack Foundation was established in 2012 as a non-profit corporation to help
promote the use of OpenStack software as well as to provide support to the OpenStack
community. Since then, over 500 companies have joined OpenStack, including HP, Intel,
Google, Red Hat, and Oracle. Each company has contributed to the project, some by creating
their own distributions of OpenStack to implement in existing products. The OpenStack
Foundation manages the OpenStack project to this day.
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OpenStack Cloud

>110 Companies
>1556 People

Hardware _
Service
Vendors :
Providers
>50 M

Venture Capital



OpenStack Cloud

_ . =
Ubuntu | Suse | RHEL| CentOS | Linux Win 2003 | Win 2008 | 2012
oM v U

oprenstack
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Virtual Infrastructure

v
i soreor : CiTRIX \/
(Hypervisor, VM’s, vLAN, vSAN , vSwitch) BM“.]

Physical Infrastructure

(Physical Server, Network Switches, Storage, SAN Fabric)




OpenStack Cloud
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OpenStack Cloud

[_ Provide self service portal I

e —
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OpenStack Cloud

—i (

Cloud Operator, DevOp, etc. e
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Swift

g

Object Store

Nova is the OpenStack project that provides a way to provision compute instances (aka virtual
servers). Nova supports creating virtual machines and has limited support for system containers.
Nova runs as a set of daemons on top of existing Linux servers to provide that service.




OpenStack Cloud

Cloud Operator, DevOp, ete. g
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Object Store

Keystone is an OpenStack service that provides API client authentication, service discovery, and
distributed multi-tenant authorization by implementing OpenStack’s Identity API.




OpenStack Cloud
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Cinder is a Block Storage service for OpenStack. It's designed to present storage resources to
end users that can be consumed by the OpenStack Compute Project (Nova). The short
description of Cinder is that it virtualizes the management of block storage devices and provides
end users with a self service API to request and consume those resources without requiring any
knowledge of where their storage is actually deployed or on what type of device.




OpenStack Cloud

Cloud Operator, DevOp, etc. —

— I—

L Ul: Horizon or CLI J

Nova API Poa— d
‘

.

' Keystone APl .

Compute Node

nova-
>

Glance
_________ - r- | [ Glance API
[ “Alows user to create private | Cinder = Neutron i
I network and virtual router to Cuaus {_ Cinder API ] [Neu"gn Ap|_] o | Glance DB
connect / _ Wueue . -
ST R = —
inder s :
Cinder Vol Plugin/Agent M@
| ] L Backup | - gin/Ag A =
Block Storage Network Node Ceilometer
- P
| : DHCP P
CIETEm) | (= Loopetsr

Neutron is an OpenStack project to provide "networking as a service” between interface devices
(e.g., VNICs) managed by other Openstack services (e.g., nova).




OpenStack Cloud
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Glance image services include discovering, registering, and retrieving virtual machine (VM)
images.




OpenStack Cloud
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Swift is a highly available, distributed, eventually consistent object/blob store. It can be used to
store lots of data efficiently, safely, and cheaply.




OpenStack Cloud

« VM provisionning
» Is the most common and complex process in OpenStack
» Involves interaction with most of OpenStack components
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=2 OpenStack Cloud
P_[\/ Horizon

% (user clicks on launch
Instance on Dashboard)



= OpenStack Cloud

Horizon ’—'\ Keystone

s ; (Authenticates
I user clicks on launch ’
Irgslann:e on Dashboard) Generates auth-token)



=3 OpenStack Cloud

Horizon Keystone Horizon
ﬂ_{> (user clicks on launch 4 (Authenticates, N (Send REST API request to
Instance on Dashboard) Generates auth-token) V' Nova-api to launch instance)




Horizon
(user clicks on launch
Instance on Dashboard)

Keystone
(Authenticates,
Generates auth-token)

4

Horizon
(Send REST API request to
Nova-api to launch instance)

Nova-Api
(sends auth token for validation
to keystone and makes DB
entry for new instance)



=3 OpenStack Cloud

Hori Keystone Horizon
ﬂ_[> (user ::Ii::c:crézgrr: launch y_'} ) (Authenticates, )  (Send REST API request to
Instance on Dashboard) Generates auth-token) V' Nova-api to launch instance)
Nova-Scheduler Nova-Api
(receive request from Nova-api /—— (sends auth token for validation
interact with Nova DB to decide “——  to keystone and makes DB

on which host to run VM) entry for new instance)



=3 OpenStack Cloud

. Keystone Horizon
v Horizon y—'\ (Aut,fgmica.esr l—'\ (Send REST API request to
% (user clicks on launch v e th-tok V" Nova-api to launch instance)
Instance on Dashboard) e

Nova-Scheduler Nova-Scheduler Nova-Api L
(sends VM creation request to <:| (receive request from Nova-api /~—— (sends auth token for validation
selected Nova-compute host interact with Nova DB to decide “—— to keystone and makes DB

via rpc.call) on which host to run VM) entry for new instance)



=3 OpenStack Cloud

; Keystone Horizon
ﬂ_> (user IE:Ili-l.:c:(réz';::rr: launch ’_\v’ mut,fg'mica,es, I_:f\ (Send REST API request to
Instance on Dashboard) Generates auth-token) Nova-api to launch instance)
Nova-Scheduler Nova-Scheduler Nova-Api L
(sends VM creation request to <:| (receive request from Nova-api /—— (sends auth token for validation
selected Nova-compute host interact with Nova DB to decide v o keystone and makes DB
via rpc.call) on which host to run VM) entry for new instance)

Il

Nova-Compuie
(picks un request from queue
and send to Nova-conductor)



=3 OpenStack Cloud

i Keystone Horizon
ﬂ_> (user cﬁ';:{ézg,? launch Y (Authenticates, |—I V} (Send REST API request to
Instance on Dashboard) Generates auth-token) Nova-api to launch instance)
Nova-Scheduler Nova-Scheduler Nova-Api L
(sends VM creation request to <:| (receive request from Nova-api /—— (sends auth token for validation
selected Nova-compute host interact with Nova DB to decide v o keystone and makes DB
via rpc.call) on which host to run VM) entry for new instance)
Nova-Compute — Nova-Conductor
Vv

(picks un request from queue (provides HostID ans flabor and
and send to Nova-conductor) return the info to Nova compute)



=3 OpensStack Cloud

i Keystone Horizon
ﬂ_> (user clli-lcc:(r;zgg S ’_'\nf (Authenticates, l—:} (Send REST API request to
Instance on Dashboard) Generates auth-token) Nova-api to launch instance)
Nova-Scheduler Nova-Scheduler Nova-Api L
(sends VM creation request to <:| (receive request from Nova-api /—— (sends auth token for validation
selected Nova-compute host interact with Nova DB to decide v to keystone and makes DB
via rpc.call) on which host to run VM) entry for new instance)
Nova-Compute — Nova-Conductor Nova-Compute
vV

(picks un request from queue (provides HostID ans flabor and |:|,> i i
and send to Nova-conductor) return the info to Nova compute) (requests info from Glance-api)



=3 OpenStack Cloud

Horizon Keystone Horizon
(user clicks on launch |:> (Authenticates, |::} (Send REST API request to
Instance on Dashboard) Generates auth-token) Nova-api to launch instance)

Nova-Scheduler Nova-Scheduler Nova-Api
(sends VM creation request to (receive request from Nova-api (sends auth token for validation
selected Nova-compute host interact with Nova DB to decide to keystone and makes DB
via rpc.call) on which host to run VM) entry for new instance)
Nova-Compute Nova-Conductor
(picks un request from queue |:>(provides HostlD ans flabor and {request'sq ?:aa?t%nr:*lpgtlgnce-api}
and send to Nova-conductor) return the info to Nova compute)

1l




= OpenStack Cloud

Horizon Keystone Horizon
(user clicks on launch |:> (Authenticates, |::} (Send REST API request to
Instance on Dashboard) Generates auth-token) Nova-api to launch instance)

Nova-Scheduler Nova-Scheduler Nova-Api
(sends VM creation request to (receive request from Nova-api (sends auth token for validation
selected Nova-compute host interact with Nova DB to decide to keystone and makes DB
via rpc.call) on which host to run VM) entry for new instance)
_ Nova-Compute |:> Nova-Conductor Nova-Compute
(picks un request from queue (provides HostlD ans flabor and (requests info from Glance-api)
and send to Nova-conductor) return the info to Nova compute)

I

Nova-Compuie
(using url, it Copies image
from Glance repository)




=3 OpenStack Cloud

Horizon Keystone Horizon
(user clicks on launch |:> (Authenticates, |::} (Send REST API request to
Instance on Dashboard) Generates auth-token) Nova-api to launch instance)

Nova-Scheduler Nova-Scheduler Nova-Api
(sends VM creation request to (receive request from Nova-api (sends auth token for validation
selected Nova-compute host interact with Nova DB to decide to keystone and makes DB
via rpc.call) on which host to run VM) entry for new instance)
Nova-Compute Nova-Conductor
(picks un request from queue |:>(provides HostlD ans flabor and {request'sq {i’:?o?t%nr:*lpgtlgnce-api}
and send to Nova-conductor) return the info to Nova compute)

1l

Neutron Server . Nova-Compute
(Nova-compute interacts with (using url, it Copies image
network api and get network info from Glance repository)

for instance )




=3 OpenStack Cloud

. Keystone Horizon
L[: (user cl?c?cr;zgn launch |::> (Authenticates, :> JEI LB Ll r T T
Instance on Dashboard) Generates auth-token) MNova-api to launch instance)

Il

Nova-Scheduler Nova-Scheduler Nova-Api
(sends VM creation request to (receive request from Nova-api (sends auth token for validation
selected Nova-compute host interact with Nova DB to decide to keystone and makes DB
via rpe.call) on which host to run VM) entry for new instance)

4

Nova-Compute Nova-Conductor
(picks un request from queue |::>[pr0\rides HostID ans flabor and |::\ {roquoslz?:g?;%pﬁu}:nmaapi]
and send to Nova-conductor) return the info to Nova compute)

I

Neutron Server Nova-Compute
{Nova-ck GQ‘PU‘;G lntteracls "'I:'_‘hf <:| (using url, it Copies image <:\
network api and get network info i
for instance ) from Glance repository)

1!

Nova-Compute
{Performs Rest API call to
cinder to attach volume to

instance )




=3 OpenStack Cloud

i Keystone Horizon
E > (user c,ng;; launch |::> (Authenticates, y—:> (Send REST API request to
Instance on Dashboard) Generates auth-token) Mova-api to launch instance)

Nova-Scheduler Nova-Scheduler Nova-Api
(sends VM creation request to (receive request from Nova-api (sends auth token for validation
selected Nova-compute host interact with Nova DB to decide to keystone and makes DB
via rpc.call) on which host to run VM) entry for new instance)

4

: Nova-Compute Nova-Conductor
(picks un request from queue |::>[pr0\ridos HostID ans flabor and E:\ {roquoslz?:g?;%p(iu}:nMﬂpi]
and send to Nova-conductor) return the info to Nova compute)

I

Neutron Server Nova-Compute
[NUVHk Dl'!'iPU;B |ntteracls ‘-'I:'_‘hf <::| (using url, it Copies image <:\
network api and get network info ;
for instance ) from Glance repository)

Il

Nova-Compute Cinder-Api

(Performs Rest API call to validates authoken with keystone
e e e e e Nova-compute retrieves block

instance ) storage info)




=3 OpenStack Cloud

. Keystone Horizon
t (user cl?c?{r;z:: launch |::> (Authenticates, :> Lo bErede sl
Instance on Dashboard) Generates auth-token) Nova-api to launch instance)

Nova-Scheduler Nova-Scheduler Nova-Api
(sends VM creation request to (receive request from Nova-api (sends auth token for validation
selected Nova-compute host interact with Nova DB to decide to keystone and makes DB
via rpec.call) on which host to run VM) entry for new instance)

4

Nova-Compute Nova-Conductor
(picks un request from queue |::>[pro\ridos HostID ans flabor and E:\ {roquoslz?:g?lzﬂpﬁu}:nﬁa-api]
and send to Nova-conductor) return the info to Nova compute)

I

Neutron Server Nova-Compute
I L <::I (using url, it Copies image <:
network api and get network info ;
for instance ) from Glance repository)

il

Nova-Compute lidat C;Lmil(er-ﬂp_ith kevst Nova-Compute
(Performs Rest API call to |:>Vﬂ' aes aunoren Wit > 2'® [ (VM creation on Hypervisor

: Nova-compute retrieves block A
cinder toi:;'ltaatr:‘g:i)alum to storage info) through libvirt of KVM)
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