
In this class we will discuss about kubernetes and openstack



Reminder of last class



Reminder of last class



A Docker Swarm is a group of either physical or virtual machines that are running the Docker 
application and that have been configured to join together in a cluster.  achines that have joined 
the cluster are referred to as nodes.



Three way to deploy docker swarm master
- Either you run a docker image containing the master
- Or install the binary on you host. 

After that, you have to configure the swarm manager and add the nodes. 







Master  is called the control plane and it has 3 further things, namely API Server, Scheduler, 
Controller Manager and the etcd.
 API Server  enables all the communication b/w API, we are going to talk to Kube API Server only. 
It takes the request and sends it to other services.
 
Etcd  stores all the information in  and other services also reads and store the information in it.

Kube Scheduler picks up the container and puts it on the right node based on different factors.

Manager Controller is responsible for checking the status of the node. 

Kubelet is the agent that listens to the request of master and is going to do all the heavy lifting.















As of 2012, it was managed by the OpenStack Foundation, a non-profit corporate entity 
established in September 2012 to promote OpenStack software and its community. 



More organiization were interested by the project. 



The OpenStack Foundation was established in 2012 as a non-profit corporation to help 
promote the use of OpenStack software as well as to provide support to the OpenStack 
community. Since then, over 500 companies have joined OpenStack, including HP, Intel, 
Google, Red Hat, and Oracle. Each company has contributed to the project, some by creating 
their own distributions of OpenStack to implement in existing products. The OpenStack 
Foundation manages the OpenStack project to this day.











Nova is the OpenStack project that provides a way to provision compute instances (aka virtual 
servers). Nova supports creating virtual machines and has limited support for system containers. 
Nova runs as a set of daemons on top of existing Linux servers to provide that service.



Keystone is an OpenStack service that provides API client authentication, service discovery, and 
distributed multi-tenant authorization by implementing OpenStack’s Identity API.



Cinder is a Block Storage service for OpenStack. It's designed to present storage resources to 
end users that can be consumed by the OpenStack Compute Project (Nova). The short 
description of Cinder is that it virtualizes the management of block storage devices and provides 
end users with a self service API to request and consume those resources without requiring any 
knowledge of where their storage is actually deployed or on what type of device. 



Neutron is an OpenStack project to provide "networking as a service" between interface devices 
(e.g., vNICs) managed by other Openstack services (e.g., nova). 



Glance image services include discovering, registering, and retrieving virtual machine (VM) 
images. 



Swift is a highly available, distributed, eventually consistent object/blob store. It can be used  to 
store lots of data efficiently, safely, and cheaply.
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