
In this class we will talk about virtualization. 



This is a reminder of the last class.



Virtualization is the process of running a virtual instance of a computer system in a layer 
abstracted from the actual hardware. Most commonly, it refers to running multiple operating 
systems on a computer system simultaneously. To the applications running on top of the 
virtualized machine, it can appear as if they are on their own dedicated machine, where the 
operating system, libraries, and other programs are unique to the guest virtualized system and 
unconnected to the host operating system which sits below it.







Full Virtualization. Virtual machine simulates hardware to allow an unmodified guest OS to be 
run in isolation. Guest operating system’s source information will not be modified. It completely 
relies on binary translation to trap and virtualize the execution of sensitive, non-virtualizable 
instructions sets. It emulates the hardware using the software instruction sets. Due to binary 
translation, it often criticized for performance issue. Here is the list of software which will fall 
under software assisted (BT).



OS-level virtualization is an operating system paradigm in which the kernel allows the existence 
of multiple isolated user space instance may look like real computers from the point of view of 
programs running in them. A computer program running on an ordinary operating system can 
see all resources (connected devices, files and folders, network shares, CPU power, quantifiable 
hardware capabilities) of that computer. However, programs running inside  the isolated user 
space instance can only see the  contents and devices assigned. 



Paravirtualization. It doesn’t need to simulate the hardware for the virtual machines. The 
hypervisor is installed on a physical server (host) and a guest OS is installed into the 
environment. Virtual guests aware that it has been virtualized, unlike the full virtualization 
(where the guest doesn’t ’t know that it has been virtualized) to take advantage of the 
functions. In this virtualization method, guest source codes will be modified with sensitive 
information to communicate with the host. Guest Operating systems require extensions 
to make API calls to the hypervisor. 



Hardware-assisted  virtualization eliminates the binary translation and it directly interrupts with 
hardware using the virtualization technology which has been integrated on X86 processors 
since 2005 (Intel VT-x and AMD-V). 



Xen is a hypervisor that runs directly on the system hardware. Xen inserts a virtualization layer 
between the system hardware and the virtual machines, turning the system hardware into a pool 
of logical computing resources that Xen can dynamically allocate to any guest operating system.



The BIOS (basic input/output system) is firmware used to perform hardware initialization during 
the booting process, and to provide runtime services for operating systems and programs. 









In order to virtualise the memory subsystem all hypervisors introduce an additional level of 
abstraction between what the guest sees as physical memory (often called pseudo-physical in 
Xen) and the underlying memory of the machine (machine addresses in Xen). This is usually done 
through the introduction of a Physical to Machine (P2M) mapping. Typically this would be 
maintained within the hypervisor and hidden from the guest Operating System through techniques 
such as the use of Shadow Page Tables.



The Split Driver model is one technique for creating efficient virtual hardware. One device driver 
runs inside the guest Virtual Machine (aka domain U) and communicates with another 
corresponding device driver inside the control domain Virtual Machine (domain 0). This pair of 
codesigned device drivers function together, and so can be considered to be a single "split" 
driver.









The default (and most common) Xen configuration uses bridging within the backend domain 
(typically domain 0) to allow all domains to appear on the network as individual hosts.

In this configuration a software bridge is created in the backend domain (domain 0). The 
backend virtual network devices  are added to this bridge along with an physical Ethernet device 
to provide connectivity off the host. 



Exemple of a configuration file: 

   kernel = "/usr/lib/xen-4.0/boot/hvmloader"
   type='hvm'
   memory = 4096
   vcpus=4
   name = "myVM"
   vif = ['bridge=xenbr0']
   disk = ['phy:/dev/vg0/windows,hda,w','file:/root/windows.iso,hdc:cdrom,r']
   acpi = 1
   device_model_version = 'qemu-xen'
   boot="d"
   sdl=0
   serial='pty'
   vnc=1



Migration. The movement of VMs from one resource to another, such as from one physical host 
to another physical host, or data store to data store, is known as VM migration. There are two 
types of VM migration: cold and live. Cold migration occurs when the VM is shut down. Live 
migration occurs while the VM is actually running.
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